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Resumo

A nonlinear stepsize control framework for unconstrained opti-
mization was recently proposed by Toint (Optim Methods Softw
28:82-95, 2013), providing a unified setting in which the global con-
vergence can be proved for trust-region algorithms and regulariza-
tion schemes. The original analysis assumes that the Hessians of the
models are uniformly bounded. This talk discusses the global con-
vergence of the nonlinear stepsize control algorithm when the norm
of the Hessians can grow by a constant amount at each iteration.
The worst-case complexity is also investigated. The results obtai-
ned for unconstrained smooth optimization are extended to some
algorithms for composite nonsmooth optimization and unconstrai-
ned multiobjective optimization as well.
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